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Lecture 8: Iterated learning



Assessment 2 Q&A

• Due on 8th December
• Read the assignment brief 

(https://kennysmithed.github.io/oels2022/assessment/AssignmentBr
ief2022.pdf)
• Happy to answer questions now, or in next week’s lecture
• We can help with basic coding stuff in extra drop-in labs (see times 

on github course page)
• No questions after 10am on Monday 5th December (other than in 

drop-ins)

https://kennysmithed.github.io/oels2022/assessment/AssignmentBrief2022.pdf


Beckner et al (2017)

Beckner, C., Pierrehumbert, J., & Hay, J. (2017). The 
emergence of linguistic structure in an online 
iterated learning task. Journal of Language Evolution, 
2, 160–176. 
An iterated artificial language learning experiment
• Does compositional structure emerge ‘for free’ 

from person-to-person transmission?

Clay Beckner
(now at Warwick)

Janet Pierrehumbert
(Oxford)

Jen Hay
(Canterbury, NZ)



Language is transmitted via repeated learning and use
Language is shaped by these processes
The cycle of learning and use produces structure
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Iterated learning
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Kirby, S., Cornish, H., & Smith, K. (2008). Cumulative cultural evolution in the laboratory: An experimental 
approach to the origins of structure in human language. PNAS, 105, 10681-10686.



Demo using this week’s practical code



Initial holistic language from chain 4

gepihemi
pikuhemi

mihe

miwiniku
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Generation 1 language from chain 4
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Generation 2 language from chain 4
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Generation 3 language from chain 4
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Generation 4 language from chain 4
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Generation 5 language from chain 4
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Generation 6 language from chain 4
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Generation 7 language from chain 4
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Generation 8 language from chain 4
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poi

tupim
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Generation 9 language from chain 4
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Generation 10 language from chain 4



Final language from chain 1 (!)

nepa
nepa
nepa
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The languages become degenerate

nepa! ?



Generation 9 language from chain 5 (with homonymy filter)

ne--pilu
ne-ho-pilu
ne-ki-pilu

ne-re-plo
ne-ho-plo
ne-ki-plo

ne-re-ki
ne-he-ki
ne-ke-ki

la-re-ki
la-ho-ki
la-ke-ki

renana
re-ne-ki
ra-he-ki

la-ne-plo
la-ho-plo
la-ki-plo

la-ne-pilu
la-ho-pilu
la-ki-pilu

re--plo
re-ho-plo
ra-ho-plo

re--pilu
re-he-pilu
ra-ho-pilu



Beckner et al. (2017)

Reanalysis/gentle roasting of Kirby, Cornish & Smith (2008)
• Our sample size was tiny
• Our statistics were rudimentary
• They find an interesting (?) difference between semantic dimensions

Replication
• Participants recruited from MTurk
• N=240 (2 conditions, 12 chains per condition, 10 participants per chain)
• 22-25 minutes, paid $3



Measuring structure
“the dog chew-ed the bone” – “the dog lick-ed the bone”
Meaning distance = 1 (predicate)
Signal distance = 1 (verb stem)

“the dog chew-ed the bone”  - “the dog lick-s the bone” 
Meaning distance = 2 (predicate, tense)
Signal distance = 2 (verb stem, suffix)

Pairwise meaning and signal distances will be highly correlated in a 
compositional system: similar meanings map to similar signals (and 
dissimilar meanings map to dissimilar signals)



Measuring structure

• For every pair of meaning-signal pairs
• Measure meaning distance (Hamming distance)
• Measure signal distance (Levenshtein string-edit 

distance)
• Correlate these distances

• Evaluate statistical significance of that 
correlation
• Randomise label assignments, recalculate measure, 

repeat 1000 times to give distribution
• Calculate z-score of veridical correlation

kunita

kuloja

Meaning Distance = 1
Signal distance = 3



However, as shown in Fig. 5, the current analysis also

does not suggest an ongoing upward trend in composi-

tionality via iteration; rather, compositionality in-

creases, then reaches a plateau by the seventh

generation.

The foregoing analyses provide evidence for an over-

all increase in language structure across iterated gener-

ations. This finding should be accompanied by an

acknowledgement of just how noisy these data are. As a

general trend, learners indeed build on the advances of

previous generations, but it is not uncommon for struc-

ture to be lost altogether. Out of 240 trials, there are

twenty-five instances in which the structure in a lan-

guage drops below the 95% confidence threshold for

identifying nonrandom languages, even though the lan-

guage’s immediate predecessor contained structure, fol-

lowing the same metric. That is, in around 10.4% of

trials, participants are trained on a language containing

some degree of structure, but during testing all signifi-

cant compositionality has been lost. By way of compari-

son, we also note that the KCS datasets also contain

trials in which all existing structure is lost, although the

rates are lower (7.5% and 2.5% for Experiments 1 and

2, respectively). These striking failures offer a reminder

that in this iterated system, each timepoint in a transmis-

sion chain is entirely subject to the innovations and

errors of an individual participant. These errors are, in

turn, subject to the vicissitudes of sampling, and poten-

tial lapses in participant attention. Thus, while general

trends are as predicted, the compositionality arcs for in-

dividual languages over time are far from monotonic.

In sum, the current study’s dataset replicates the

basic finding of KCS that artificial languages increase

compositionality via iterated learning. On a separate

point, our dataset replicates an additional KCS result:

the amount of transmission error decreases across

generations in an iterated chain. This result is not central

to the present article’s research questions, but for pur-

poses of comparison to KCS we provide details of the

analysis in Supplementary Text S6.

3.2 Dimensions of meaning
With respect to increases in compositionality, we now

consider in closer detail the ways in which structure

arises and persists over time. Consider the language out-

put presented in Table 4. This data is drawn from the

ninth generation. (A full history of this language is pre-

sented in the Supplementary Data, data training size fif-

teen, Chain 4).

The hyphens in this table are inserted to mark what

is a likely morpheme (or word) boundary. Such divisions

are supported the by the offline analyses of five linguists

who offered their expertise on this language’s likely

structure; all five proposed that shen-, div-, and lolni-

were meaningful units.6 This language clearly exhibits

structure; indeed, this particular language snapshot rep-

resents one of the peaks in compositionality using the

Table 3. Mixed-effects regression model for compositionality

Coefficient Std.Error t-value P-value

(Intercept) 0.240 0.285 0.845 0.403

Generation 0.973 0.157 6.216 <0.001

Generationˆ2 !0.058 0.014 !4.050 <0.001

Model: compositionality " generationþ generationˆ2þ (1þ generationþ
generationˆ2jchain).

Figure 5. Plot of the compositionality predictions for the model
shown in Table 3, based on our dataset of twenty-four trans-
mission chains. Fixed effects are shown in black, with random
effects (for the twenty-four individual chains) shown in gray.
The horizontal dotted line represents a 95% confidence interval
based on Monte Carlo simulations, corresponding to a thresh-
old between random and compositional languages.

asymptotic, and the suggested downward trend is an

artifact of polynomial regression. We have verified this

impression using a restricted cubic spline analysis

(with three knots), which demonstrates that in our data-

set, compositionality indeed increases, then levels off.

6 More precisely, our query to these linguists asked them

to propose slightly idealized versions of the language

output, which we explained might contain erroneous

transcriptions or lexical exceptions.
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metric described in 3.1 (with a computed score of 9.94).

However, note that structure does not seem to be evenly

distributed across the three dimensions. The shape of the

alien object is encoded with almost perfect consistency:

shen- means ‘berry’, div- (or dev-) means ‘key’, and

lolni-/lolne- means ‘phone’. However, the other dimen-

sions are not encoded in the same way. With respect to

number, ‘three’ is often encoded with -stra, although

this is not uniform. In one case, -stra means ‘two’ (and

there is a very similar -stro ‘two’), and in three cases,

‘three’ is expressed with -trio.7 Color does not seem to

be encoded at all.

More systematically, we can investigate these dimen-

sional asymmetries over time by considering each mean-

ing dimension (shape, color, number) separately, and

determining how much within-category similarity exists

at different generations. We use the metrics introduced

in Section 1.1.2—string similarity is determined across

all linguistic forms that share a level for a dimension

(e.g. similarity between strings is calculated for all forms

containing a meaning of ‘red’, and so on for ‘blue’ and

‘green’), and the scores are averaged by dimension. Since

the current dataset has some missing values, as noted,

missing forms are omitted from edit distance calcula-

tions and averaging.

The resulting by-dimension mean scores are summar-

ized in Fig. 6a, combining the two training size

conditions.

These figures suggest that within-category similarity

for shape outstrips the within-category similarity for

color and number. There is indeed a significant effect for

the shape dimension, compared with other dimensions

on the same generation, as verified by linear regression.

We perform stepwise linear regression, with within-

category similarity as the dependent variable and seman-

tic dimension, generation, and training set size as inde-

pendent variables. Training set size is not significant,

and thus omitted from the model. The regression model

is presented in Table 5.

This model indicates that within-category similarity

generally increases over successive generations, as evi-

dent from the significant main effect for generation.

Follow-up regression models of subsets of the data ver-

ify that this finding is true for all three meaning dimen-

sions: generation is significant for shape, number, and

color, in separate analyses. However, shape is different

from the other two dimensions, and the model indi-

cates a positive interaction with generation. Number

and color are not significantly different from one an-

other. All dimensions exhibit a small downward curve

in the fixed-effects estimate, which may be character-

ized as a leveling-off of within-category similarity by

the seventh generation.

4. Discussion

The current study replicates findings by Kirby et al.

(2008), and verifies the utility of iterated learning as a

tool for investigating participants’ cognitive biases. Our

study collects data from a substantially larger participant

pool, increasing sixfold the size of the KCS Experiment 2

dataset. The present study’s participant pool is, moreover,

more demographically diverse than the pool of university

students included in the KCS study. Replicating a labora-

tory study in this way has merit, given the widespread

tendency for behavioral experiments to be limited to

demographically homogeneous participant pools (Wintre

et al. 2001; Henrich et al. 2010). The current study dem-

onstrates that online data collection is quite feasible in

iterated learning experiments. The demands of imple-

menting iterated learning experiments in the laboratory

are formidable; the availability of a large online subject

pool on AMT was indispensable to scaling up the KCS

study.

Table 4. Sample output from a run of the Teleporters

game, taken from the ninth generation

‘red’ ‘green’ ‘blue’

‘berry’ shen-to shen-ta shen-to ‘1’

shen-tra shen-tro shen-tra ‘2’

shen-trio shen-trio shen-trio ‘3’

‘key’ div-tro div-tro div-tro ‘1’

dev-tro dev-tro dev-etrio ‘2’

dev-stra div-stra dev-stra ‘3’

‘phone’ lolni-tro lolni-tro lolni-to ‘1’

lolne-stra lolni-tro lolne-stro ‘2’

lolni-tra lolni-stra lolni-stra ‘3’

Hyphens are inserted into linguistic forms in the table to aid readability, and

to suggest the de facto presence of a morpheme/word boundary. However, these

hyphens did not appear in the input to (or output from) the actual experiment

participant.

7 There are hints of English in the uses of -trio in this

chain—but its use is inconsistent, and it should be

noted that -trio is also used in an item with the meaning

‘two’. We note that use of quasi-English or mnemonic

innovations, whether or not intentional by participants,

is a risk in this methodology. For instance, there are

possible parallels in the artificial language used as an

example by KCS for Experiment 2 (all ‘red’ items have a

prefix of r-, ‘black’ items all have a n-prefix (cf. noir,

night, nocturnal)).
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Beckner et al.’s conclusions

Iterated learning does produce structure
• Our 2008 result replicates with a proper sample size
• The method also works online…
• … but for this kind of challenging task, MTurk data is noisier?



Time for Q&A/discussion on this week’s reading 



Next up

Wednesday, 9am: lab
• Iterated learning, manipulating CSVs and looping trials

Next week: final lecture and lab 🥲
• Zipf’s Law of Abbreviation, real-time dyadic interaction


