
form words out of dissociable elements” (sect. 8), a definition that
many researchers could agree with, although the exact corre-
spondence with cytoarchitectonically defined areas and the ho-
mologies between human and nonhuman primates are still con-
troversial. “Wernicke’s area,” by contrast, gets short shrift. Arbib
talks about it as consisting of the posterior part of Brodmann’s area
22, including area Tpt of Galaburda and Sanides (1980) and an
“extended [parietal area] PF,” suggesting that this is the only route
that auditory input takes after it reaches primary auditory cortex.
Of course, this suggestion echoes the classical textbook view of a
posterior language pathway leading from Wernicke’s to Broca’s
area via the arcuate fascicle.

A remarkable convergence of recent neurophysiological and
functional imaging work has demonstrated, however, that the
analysis of complex auditory patterns and their eventual identifi-
cation as auditory objects occurs in a completely different part of
the superior temporal cortex, namely, its anterior portion. The an-
terior superior temporal (aST) region, including the anterior su-
perior temporal gyrus (STG) and to some extent the dorsal aspect
of the superior temporal sulcus (STS), project to the inferior
frontal (IF) region and other parts of the ventrolateral prefrontal
cortex (VLPFC) via the uncinate fascicle. Together, the aST and
IF cortices seem to form a “what” stream for the recognition of
auditory objects (Rauschecker 1998; Rauschecker & Tian 2000),
quite similar to the ventral stream for visual object identification
postulated previously (Ungerleider & Mishkin 1982). Neurophys-
iological data from rhesus monkeys suggest that neurons in the
aST are more selective for species-specific vocalizations than are
neurons in the posterior STG (Tian et al. 2001). In humans, there
is direct evidence from functional imaging work that intelligible
speech as well as other complex sound objects are decoded in the
aST (Binder et al. 2004; Scott et al. 2000; Zatorre et al. 2004).

It seems, therefore, that the same anatomical substrate sup-
ports both the decoding of vocalizations in nonhuman primates
and the decoding of human speech. If this is the case, the conclu-
sion is hard to escape that the aST in nonhuman primates is a pre-
cursor of the same region in humans and (what Arbib may be re-
luctant to accept) that nonhuman primate vocalizations are an
evolutionary precursor to human speech sounds. Indeed, the
same phonological building blocks (or “features”), such as fre-
quency-modulated (FM) sweeps, band-passed noise bursts, and
so on, are contained in monkey calls as well as human speech. Ad-
mittedly, the decoding of complex acoustic sound structure alone
is far from sufficient for language comprehension, but it is a nec-
essary precondition for the effective use of spoken speech as a
medium of communication. Arbib argues, with some justification,
that communication is not bound to an acoustic (spoken) medium
and can also function on the basis of visual gestures. However, in
most hearing humans the acoustic medium, that is, “vocal ges-
tures,” have gained greatest importance as effective and reliable
carriers of information.

An interesting question remaining, in my mind, is, therefore,
how the auditory feature or object system in the aST could inter-
act with a possible mirror system, as postulated by Arbib and col-
leagues. The projection from aST to IF seems like a possible can-
didate to enable such an interaction. Indeed, auditory neurons,
some of them selectively responsive to species-specific vocaliza-
tions, are found in the VLPFC (Romanski & Goldman-Rakic
2002). According to our view, aST serves a similar role in the au-
ditory system as inferotemporal (IT) cortex does for the visual sys-
tem. Which role, if any, Wernicke’s area (or posterior STG) plays
for vocal communication, including speech and language, remains
the bigger puzzle. Understanding it as an input stage to parietal
cortex in an auditory dorsal pathway is a good hint. However, as
Arbib would say, “empirical data are sadly lacking” and need to be
collected urgently.

Continuities in vocal communication argue
against a gestural origin of language

Robert M. Seyfarth
Department of Psychology, University of Pennsylvania, Philadelphia, PA
19104. seyfarth@psych.upenn.edu
http://www.psych.upenn.edu/~seyfarth/Baboon%20research/index.htm

Abstract: To conclude that language evolved from vocalizations, through
gestures, then back to vocalizations again, one must first reject the simpler
hypothesis that language evolved from prelinguistic vocalizations. There is
no reason to do so. Many studies – not cited by Arbib – document conti-
nuities in behavior, perception, cognition, and neurophysiology between
human speech and primate vocal communication.

Arbib argues that the emergence of human speech “owes little to
nonhuman vocalizations” and concludes that “evolution did not
proceed directly from monkey-like primate vocalizations to speech
but rather proceeded from vocalization to manual gesture and
back to vocalization again” (target article, sect. 2.3). Accepting this
hypothesis requires us to adopt a convoluted argument over a sim-
ple one. There is no need to do so.

If dozens of scientists had been studying the natural vocaliza-
tions of nonhuman primates for the past 25 years and all had con-
cluded that the vocal communication of monkeys and apes exhib-
ited no parallels whatsoever with spoken language, one might be
forced to entertain Arbib’s hypothesis. If years of neurobiological
research on the mechanisms that underlie the perception of calls
by nonhuman primates had revealed no parallels with human
speech perception, this, too, might compel us to reject the idea
that human language evolved from nonhuman primate vocaliza-
tions. Neither of these conclusions, however, is correct.

Arbib offers his hypothesis as if he had carefully reviewed 
the literature on nonhuman primate vocal communication and
thoughtfully rejected its relevance to the evolution of human lan-
guage. Readers should be warned, however, that his review ends
around 1980 and even neglects some important papers published
before that date.

Primate vocal repertoires contain several different call types
that grade acoustically into one another. Despite this inter-grada-
tion, primates produce and perceive their calls as, roughly speak-
ing, discretely different signals. Different call types are given in
different social contexts (e.g., Cheney & Seyfarth 1982; Fischer
1998; Fischer et al. 2001a; Hauser 1998; Snowdon et al. 1986). In
playback experiments, listeners respond in distinct ways to these
different call types, as if each type conveys different information
(e.g., Fischer 1998; Fischer et al. 2001b; Rendall et al. 1999). Lis-
teners discriminate between similar call types in a manner that
parallels – but does not exactly duplicate – the categorical per-
ception found in human speech (Fischer & Hammerschmidt
2001; Owren et al. 1992; Prell et al. 2002; Snowdon 1990; Zoloth
et al. 1979). Offering further evidence for parallels with human
speech, the grunts used by baboons (and probably many other pri-
mates) differ according to the placement of vowel-like formants
(Owren et al. 1997; Rendall 2003).

Arbib incorrectly characterizes primate vocalizations as “invol-
untary” signals. To the contrary, ample evidence shows that non-
human primate call production can be brought under operant
control (Peirce 1985) and that individuals use calls selectively in
the presence of others with whom they have different social rela-
tions (for further review and discussion, see Cheney & Seyfarth
1990; Seyfarth & Cheney 2003b).

Because nonhuman primates use predictably different calls in
different social and ecological contexts, listeners can extract highly
specific information from them, even in the absence of any sup-
porting contextual cues. For example, listeners respond to acousti-
cally different alarm calls as if they signal the presence of differ-
ent predators (Fichtel & Hammerschmidt 2002; Fischer 1998;
Seyfarth et al. 1980), and to acoustically different grunts as if they
signal the occurrence of different social events (Cheney & Sey-
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farth 1982; Rendall et al. 1999). In habituation-dishabituation ex-
periments that asked listeners to make a same-different judgment
between calls, subjects assessed calls based on their meaning, not
just their acoustic properties (Cheney & Seyfarth 1988; Zuber-
buhler et al. 1999). The parallels with children’s perception of
words cannot be ignored (see Zuberbuhler 2003 for review).

Indeed, it is now clear that although primates’ production of vo-
calizations is highly constrained, their ability to extract complex in-
formation from sounds is not (Seyfarth & Cheney 2003b). Upon
hearing a sequence of vocalizations, for example, listeners acquire
information that is referential, discretely coded, hierarchically
structured, rule-governed, and propositional (Bergman et al.
2003; Cheney & Seyfarth, in press). These properties of primates’
social knowledge, although by no means fully human, bear strik-
ing resemblances to the meanings we express in language, which
are built up by combining discrete-valued entities in a structured,
hierarchical, rule-governed, and open-ended manner. Results
suggest that the internal representations of language meaning in
the human brain initially emerged from our prelinguistic ances-
tors’ knowledge of social relations, as exhibited in the information
they acquire from vocalizations (Cheney & Seyfarth 1997; in
press; Worden 1998).

Nonhuman primate vocalizations also exhibit parallels with hu-
man speech in their underlying neural mechanisms. Behavioral
studies of macaques suggest that the left hemisphere is specialized
for processing species-specific vocalizations but not other auditory
stimuli (Hauser & Anderson 1994; Petersen et al. 1978). Lesion
results demonstrate that ablation of auditory cortex on the left but
not the right hemisphere disrupts individuals’ ability to discrimi-
nate among acoustically similar call types (Heffner & Heffner
1984). Most recently, Poremba et al. (2004) measured local cere-
bral metabolic activity as macaques listened to a variety of audi-
tory stimuli. They found significantly greater activity in the left su-
perior temporal gyrus as compared with the right, but only in
response to conspecific vocalizations. These and other results
(e.g., Wang et al. 1995; see Hauser [1996] and Ghazanfar &
Hauser [2001] for review) suggest that Arbib is wrong to assume
that primate vocalizations “appear to be related to non-cortical re-
gions” (sect. 1. 2, para. 3). They further suggest that the neuro-
physiological mechanisms underlying human speech processing
evolved from similar mechanisms in our nonhuman primate an-
cestors.

In sum, research demonstrates a striking number of continu-
ities – in behavior, perception, cognition, and neurophysiology –
between human speech and the vocal communication of nonhu-
man primates. Nonhuman primate vocal communication does not
qualify as language, but it does exhibit many of the characteristics
that one would expect to find if human language had evolved from
the vocal communication and cognition of the common ancestor
of human and nonhuman primates.

Arbib cites none of this research. As a result, his presentation is
strongly biased in favor of his own view that the emergence of hu-
man speech “owes little to nonhuman vocalizations” (target arti-
cle, Abstract). To accept the convoluted hypothesis that spoken
language evolved from vocalizations, through gestures, then back
to vocalizations again, one must first have good reason to reject the
simpler hypothesis that spoken language evolved from prelinguis-
tic vocal communication. A substantial body of data argues against
such a rejection.

Making a case for mirror-neuron system
involvement in language development: What
about autism and blindness?

Hugo Théoreta and Shirley Fecteaub
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Abstract: The notion that manual gestures played an important role in the
evolution of human language was strengthened by the discovery of mirror
neurons in monkey area F5, the proposed homologue of human Broca’s
area. This idea is central to the thesis developed by Arbib, and lending fur-
ther support to a link between motor resonance mechanisms and lan-
guage/communication development is the case of autism and congenital
blindness. We provide an account of how these conditions may relate to
the aforementioned theory.

Arbib presents a strong argument in favor of a link between mir-
ror neurons (MN), imitation, and the development of human lan-
guage. We endorse his thesis that a protolanguage based on man-
ual gestures was a precursor to human language as we know it
today. Additional support for this claim comes from two seemingly
different conditions: autism and congenital blindness.

Autism. Language and communication deficits are one of the
defining features of autism spectrum disorders (ASD; American
Psychiatric Association 1994) and are core elements of their diag-
nosis and prognosis (Herbert et al. 2002; Ventner et al. 1992). Par-
ticularly relevant is the fact that these impairments are more
prominent in pragmatic speech associated with social communi-
cation (Tager-Flusberg 1997). Interestingly, individuals with ASD
also display well-documented deficits in imitative behavior (e.g.,
Avikainen et al. 2003). Recent magnetoencephalographic data
suggest that an abnormal mirror-neuron system (MNS) may un-
derlie the imitative impairment observed in individuals with ASD
(Nishitani et al. 2004). That study reported imitation-related ab-
normalities in Broca’s area and its contralateral homologue, the
human equivalent of monkey area F5, where most MN are found
(Rizzolatti & Craighero 2004).

The idea that imitative abilities, and possibly language impair-
ments, are related to basic MN dysfunction in ASD was recently
investigated in our laboratory. In line with the MN hypothesis of
ASD (Williams et al. 2001), motor cortex activation during the ob-
servation of simple finger movements was found to be significantly
weaker in individuals with ASD compared to matched controls
(Théoret et al. 2005). The MNS/language disorder hypothesis is
also supported by the fact that individuals with autism display
structural abnormalities in Broca’s area (Herbert et al. 2002).
Other symptoms that may be associated in some way with MN
dysfunction in ASD include abnormal eye gaze, theory-of-mind
deficits, the use of other’s hands to communicate or demand, hand
mannerisms, repetitive behaviors, and echolalia.

Taken together, these data support Arbib’s main argument that
a simple action observation/execution matching mechanism an-
chored in area F5 (Broca’s area in humans) may have evolved into
a complex system subserving human language. Consequently, a
pathological, congenital dysfunction of the mirror-cell system in
humans would be expected to dramatically affect social interac-
tions and language/communication as a result of gesture/speech
interpretation and acquisition. This appears to be the case in ASD.
As mentioned by Arbib, Broca’s is not the only area making up the
human language and MNS. It is thus possible that other regions
within the MNS underlie some intact language skills in some ASD
individuals (e.g., grammar and syntax), which could in turn partly
account for the heterogeneity of the symptoms across individuals.

To that effect, the case of individuals with ASD and normal IQ
is particularly relevant to the argument put forth by Arbib. In that
population, it is the social and pragmatic aspects of language that
are usually impaired, with some individuals displaying normal
abilities in, for example, vocabulary and syntax. It appears that ab-
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